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Abstract: In this paper, we present a deferred shading algorithm for computing approximate screen-space multi-bounce indirect illumination with visibility, in real time. For each frame, we compute mipmapped G-Buffers of depth, normals, illumination and voxelized geometry. To each mipmap level we apply a single shader that gathers screen-space illumination using local Monte-Carlo integration. We upsample the illumination for all levels and smoothly combine them together. Our calculation is approximate but does not show artifacts, because it relies on noise-free Monte-Carlo integration of incoming illumination and temporal filtering. Our method simulates arbitrary distant illumination including visibility at a very low cost, because we only perform local texture lookups during computation. Besides, its deferred shading nature makes it independent of geometric and lighting complexity.
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Computing indirect lighting in real time is both challenging and computationally expensive, as it requires to compute potentially several integrals for each visible point.

In 3D video games, it adds a lot to both gameplay and scene realism. However, to be usable in a real 3D video game, indirect light computation should fulfill restrictive constraints: (1) the computation should be very fast and most importantly with a constant cost (independent of both the geometric and lighting complexity of the scene); (2) the indirect illumination algorithm should work with any kind of source of direct illumination—not only point light sources; (3) the computed result may be approximate (e.g., computed in screen space) but must be artifact-free and temporally coherent on dynamic scenes; (4) The algorithm must be easy to integrate into a game engine pipeline, i.e., must have a reasonable memory footprint and no need for geometry-dependent structures.

We present a simple, yet efficient solution to computing multiple-bounce screen-space indirect illumination in real time accounting for visibility, that satisfies these needs. Our algorithm is a pure deferred-shading method: we gather illumination at several scales, using mipmapped G-Buffers for illumination, normals, positions and visibility. The mipmapped contributions are then upsampled and combined together to result in indirect lighting between all visible parts of the scene. To enhance the stability of the algorithm, we combine indirect lighting across successive frames, with filtering to avoid noise. In addition, the gathering nature of the algorithm allows us to treat glossy surfaces (for the last bounce only) with importance sampling.

Our method is very fast (less than 50ms/10ms with/without visibility for a 1280 x 720 resolution) because it only performs close-range texture lookups while computing arbitrary distance indirect illumination. It naturally scales up to very complex scenes, since both our internal representations of light and
visibility are totally decorrelated from the geometric and lighting complexity of the scene. It is however approximate in some ways, which we also discuss in this paper. In summary, our contributions are:

- we present a real-time deferred shading method for computing indirect illumination
- we adapt a GPU voxelization algorithm to compute visibility
- we propose simple yet efficient solutions to screen-space importance sampling and noise-free Monte-Carlo integration.

2 Previous Work

There exists a large body of work in the area of indirect illumination. We will limit ourselves to works that are relevant to our topic: ambient occlusion, interactive global illumination and real time indirect illumination.

2.1 Ambient Occlusion

Ambient Occlusion [30] is a purely geometrical computation, and thus does not approximate physically based global illumination. Although ambient occlusion was precomputed and stored in light maps in early works [30, 7, 14], it is now computed on the fly in image space on the GPU [24, 8]. Screen-space ambient occlusion (SSAO) adapts particularly well to video games [25, 27], because it only performs local texture look-ups and fits well in a deferred shading pipeline. Ritschel extended SSAO by reading the long distance incoming light from an environment map, and the short distance light from nearby objects [23].

2.2 Interactive global illumination

Instant radiosity [11] performs interactive global illumination without any pre-processing by shooting light from virtual point light sources. It is interactive for moderately complex scenes in its original form. Implicit visibility [4] elegantly deals with occlusion: the space of directions is binned and between bins of different points, only the closest source point for each bin of a receiver point is considered, which implicitly accounts for visibility. Antiradiance [3] is a reformulation of the rendering equation in which links transport possibly negative energy to counterbalance occluded contributions.


Nowrouzezahrai and Snyder proposes an extension of their soft self-shadowing technique for height fields [28] to handle indirect illumination as well [17]. The visibility and radiance at each point are approximated by low order polynomials. This algorithm handles glossy reflexions, although it is limited to low frequency lighting effects.
2.3 Approximate indirect illumination on GPU

Reflective Shadow Maps [1] is inherently a gathering method that uses shadow maps to store direct illumination, as a source of indirect light, while ignoring visibility. Splatting indirect illumination [2] extends this technique: it uses the traditional shadow maps technique to encode which points in the scene actually contain direct illumination. The contribution from these points is then splatted in screen space using deferred shading. This technique performs a single bounce of indirect illumination and neglects visibility during this step, but handles glossy reflectors. Light pyramids [12] are also a fast way of computing close range indirect illumination without occlusion.

Imperfect shadow maps [20] are low-resolution shadow maps that contain approximate visibility information, constructed by splatting a point-based representation of the geometry. They approximately account for visibility in indirect lighting. The radiance volume [10], used in the CryEngine 3 game engine, simulates volumetric light propagation, stored in a 4 channel 3D texture of spherical harmonic distributions. It is completed by local screen-space indirect illumination for color bleeding, and screen-space ambient occlusion.

Multi-resolution Splatting of Indirect Illumination [16] and Hierarchical Image-Space Radiosity [15] compute long-distance indirect illumination. They use virtual point lights (VPL) to represent direct lighting, which they collect with Reflective Shadow Maps (RSM). While the former adaptively splats illumination for all VPLs, the later further organizes the VPLs into a tree structure to allow a fast gathering.

2.4 Comparison with previous work

Our approach fits in the class of approximate GPU-based methods. The indirect illumination computation proposed by Ritschel [23] is only local. We compute arbitrary distant indirect illumination. Coherent surface shadow maps [22] require static objects, and need to explicitly handle the geometry. This is not suitable for complex environments, and we don’t share this limitation.

The cost of using Reflective Shadow Maps (RSMs) depends on the complexity of the direct illumination. A significant number of RSMs might be needed to approximate low frequency sources of direct illumination such as envmaps, or indirect lighting for a second bounce. Methods based on RSMs [1, 2, 16, 15] are thus not well suited to unpredictable lighting conditions, and to more than a single bounce. Since we deal with screen-space illumination, for both input and output, we don’t have this limitation.

Splatting methods [2, 16] can importance sample non diffuse BRDFs on reflectors but not on receivers, because all pixels share the same virtual point lights (VPLs). This also applies to Hierarchical Image-Space Radiosity [15]. Our method performs gathering, thus each pixel has its own sets of lights samples in screen-space.

Imperfect shadow maps [20] require preprocessing the geometry, and a specific treatment for each kind of light source, which makes it incompatible with fully dynamic scenes where the geometry content is not known in advance, such as in multi-player video games.
3 Screen-space indirect illumination

The indirect illumination at a point \( x \) in direction \( \omega \) is computed as an integral over incoming directions of the hemisphere above \( x \) [9]:

\[
L'(x, \omega) = \int_{\Omega} \rho(x, \omega, \omega')L(x', -\omega') \cos \theta d\omega
\]

where \( \rho(x, \omega, \omega') \) and \( L(x, \omega) \) are the BRDF and direct radiance functions at \( x \) and directions \( \omega \) and \( \omega' \); \( x' \) is the point seen from \( x \) in direction \( \omega' \); \( \theta \) is the angle between the normal at \( x \) and direction \( -\omega' \). This integral can be expressed on all scene surfaces instead of directions. Introducing a visibility term \( v \) and the positive-truncated cosine \( \cos_+ \):

\[
L'(x, \omega) = \int_{S} \rho(x, \omega, \omega')L(x', \omega') \cos_+ \theta \cos_+ \theta' \left\| \frac{x-x'}{2} \right\| v(x, x') ds
\]

We discretize this integral and sum over a large number \( N \) of small areas \( ds_i = \frac{S}{N} \) across the scene, so that:

\[
L'(x, \omega) = \sum_{i=1}^{N} \rho(x, \omega, \omega'_i)L(x_i, -\omega'_i) \cos_+ \theta_i \cos_+ \theta'_i \left\| \frac{x-x_i}{2} \right\| v(x, x_i) ds_i \tag{1}
\]

In a deferred shading setup, we need to draw samples in image space. We have to re-write \( ds \) in terms of the elementary screen-space area \( dP \) covered by each screen-space sample (See Figure 1):

\[
ds = \frac{z^2 \tan \frac{f_h}{2} \tan \frac{f_v}{2} dP}{W H} \frac{\cos \alpha}{\cos \beta} \tag{2}
\]

In this expression, \( f_h \) and \( f_v \) are the horizontal and vertical field of view, \( W \) and \( H \) the width and height of the screen in pixels, and \( z \) the depth of the projected pixel. The left quotient in Equation 2 expresses for a pixel region of size \( dP \), the corresponding projected area at depth \( z \) on a surface parallel to the...
screen. The right quotient corrects this area when this surface is not parallel to the screen. Reporting this expression in Equation 1 gives us the indirect illumination of a point $x$ when sampled in screen-space:

$$L'(x, \omega) = \sum_{i=1}^{N} \rho_i L_i v_i \frac{\cos \theta_i \cos \theta'_i z_i^2}{r_i^2} 4 \tan f_h \tan f_v \cos \alpha \frac{W H}{\cos \beta} dP_i$$

(3)

Figure 2: Using the point-to-disc approximation (Equation 4) of the point-to-differential area form factor removes the noise while computing one bounce of indirect illumination with our hierarchical deferred shading algorithm.

The point-to-differential area form-factor $\cos \theta \cos \theta' ds/r^2$ in Equation 3 is a source of high variance, since this term is not bounded as $r$ approaches zero. One solution to this problem was proposed in the Virtual Spherical Lights paper [6]. We propose a simpler workaround: in Equation 3, we replace it by the closed formula for point-to-disc [18]:

$$\frac{\cos \theta \cos \theta' ds}{r^2} \approx \frac{R^2 \cos \theta}{r^2 + R^2}$$

(4)

This approximation is valid for small values of $ds$, and stays bounded. We validate in Figure 2 the gain in using this formulation.

4 GPU screen-space computation

We perform a hierarchical implementation of Equation 3: the depth, normals, visibility and direct illumination buffers (a.k.a G-Buffers) are mipmapped and successively sent to a single local shader. The contribution from all mipmaps are then up-sampled and added together (see Figure 4 for a view of the entire pipeline). Directly using Equation 3 to evaluate arbitrary-distant illumination in screen-space would otherwise result in an unacceptable cost due to long-distance texture lookups in the G-buffers.

Indirect lighting shader In each mipmap level, the shader draws samples in a ring defined by two radii $r$ and $r/2$ (See Figure 3). $r$ is the same for all mipmap levels. For the first level only the full disc of radius $r$ is sampled.
This ensures that by combining contributions from all mipmap levels, the entire screen eventually gets sampled without cracks nor overlaps. The optimal value for \( r \) is the smallest possible value so that the entire screen is eventually sampled when combining contributions from all mipmap levels. A typical setting is to use 4 levels and \( r = 40 \) pixels for a 1280 \( \times \) 720 screen resolution.

We keep a constant number of samples across mipmap levels. This way, the sampling density in the resulting image is such that farther regions get less sampled. Because at step \( k \) the shader works on a mipmap at scale \( 2^k \), the collected energy must be scaled by a factor \( 2^{2k} \).

**Screen-space importance sampling** We render glossy reflexions of indirect light. Because we’re gathering light energy, we are able to deal with glossy BRDFs for the last bounce before the camera. For this we importance-sample the screen-space samples according to the position of the projected lobe of the BRDF (See Figure 3). For the Phong and Lafortune models we successfully used the following importance function:

\[
  f(\theta) = \alpha + e^{-s(\theta - \bar{\theta})^2} / 2\pi
\]

This importance function is essentially a small constant \( \alpha \) (0.1 in our experiments) plus a gaussian with variance inversely proportional to the square root of the exponent \( s \) of the lobe. We took inspiration from Ramamorthi’s angular frequency estimate for the Phong model [19].

**Visibility computation** For each frame, we perform a solid voxelization of the scene restricted to the view frustum, as proposed by Eisemann and Decoret [5]. We compute the visibility term \( v_i \) in Equation 3 by ray-marching in this grid.

Constructing the voxel grid needs an additional rendering pass, with specific rendering parameters: the z-buffer is desactivated, and blending is done with
Figure 4: Complete pipeline for our screen-space indirect illumination algorithm. At each frame, the direct illumination, normals, voxels and depth buffers coming from the rendering loop are mipmapped. Each set of mipmap is sent to the indirect lighting shader, and the resulting indirect illumination contributions are up-sampled and added together. The newly computed values are averaged with the values of the previous frame (for compatibility-tested warped pixels only). The obtained illumination is multiplied by the albedo buffer and added to the direct illumination.

Filtering of mipmap levels We can’t interpolate normals and depths across mipmap levels because it produces inconsistent results, and appearance/disappearance of small objects causes temporal aliasing. To filter the depth and normals, we thus use a voting scheme among sub-pixels of the next mipmap level. To favor large objects, the filtered normal (resp. depth) at level $k$ is the normal (resp. depth) for which sub-pixel $p_i$ in level $k + 1$ has the largest score $s(p_i)$, using:

$$s(p_i) = \sum_{|p_i - p_j| \leq 1} g_1(|p_i - p_j|)g_2(1 - n_j \cdot n_i)g_3(z_j - z_i)$$

In this expression, $z_j$ and $n_j$ are the depth and normal at pixel $p_j$, and $g_1, g_2, g_3$ are gaussians. This expression automatically keeps larger areas of constant depth and normals and discards small inconsistent regions. We show in Figure 5 how this filtering method acts on normals across mipmap levels.

Continuous combination of all levels We filter and blend illumination contributions from all mipmap levels using a joint bilateral up-sampling filter [13, 21]: mipmap levels of indirect illumination are computed starting from

a XOR [5]. This produces a binary grid (one bit per voxel) stored in 4 render targets of 32 bit each. The size of the grid is thus 128 in depth and equal to the size of the screen in $x$ and $y$.

We always perform ray marching in the current mipmap level of the grid, thus computing $v_i$ requires only local texture look-ups in the visibility buffer as well. For each ray, we add a bias to the start and end points, to avoid mistaking the start and end voxels for occluders.
Figure 5: Filtering of normals across mipmap levels using the closest pixel produces inconsistent results. Instead, we filter by choosing at level $k$ the normal of the sub-pixels in level $k + 1$ that corresponds to the most important object, according to the score defined by Equation 5

the smallest, and added into a buffer. At the end of each step, this buffer is up-sampled to the size of the next mipmap. This way, the illumination at level $k$ is filtered several times in the final result. This produces smooth gradients in the final indirect lighting results, low noise and no edge artifact. Figure 6 presents an example where one can separately see the filtered contribution of each mipmap level.

We don’t need to perform the computation starting at the full screen resolution. This gives us an efficient way to trade-off speed for quality in the algorithm (We mainly use half and quarter start resolutions). It suffices indeed that the mipmapped results are properly up-sampled to the final image resolution. Figure 10 shows the effect of varying this parameter, which is a loss of high frequencies in indirect light.

**Temporal filtering** Using a smaller number of samples in the shader increases the speed, but is also a source of artifacts. We reduce the variance due to too few Monte-Carlo samples –at no extra cost– by blending the currently computed indirect illumination $I_i$ with that of the previous frame $I_{i-1}$. For this we warp the previous frame to fit the current camera parameters before blending (More general solutions to this problems are presented e.g. in [26]):

$$F_i = aW(I_{i-1}) + (1 - a) I_i$$

In this expression $W$ represents the warping function that gives for the current pixel the position of this pixel as seen with the camera settings of the previous frame. For moving objects, $W$ accounts for both the camera and the moving object. Once found, the depth and normal of this transformed position are compared to the depth and normal of the corresponding pixel in frame $i - 1$, to lower the chances of blurring irrelevant pixels together. Adapting parameter $a$ to both the moving speed and shininess of the point’s brdf helps finding a good compromise between variance and ghosting.

**Multi-bounce computation** Computing more than one bounce of indirect light with our technique is easy because the input and output illumination of our pipeline have the same format. We achieve this by using illumination of bounce $n - 1$ as an input of bounce $n$. 

INRIA
Figure 6: Using our technique, the indirect illumination is computed at various scales in screen space, to account for all-ranges indirect illumination. From left to right, top to bottom: the direct illumination component from a vertical spotlight, the indirect illumination computed by level 1 to 4, and the combined result of our shader. In levels 2 and 3, one can see the shape of the sampling area covered by the shader. Illumination from the different levels blend smoothly and continuously.

Figure 7: A comparison between not using visibility (left) and using visibility (middle) for indirect lighting shows that additional soft indirect shadows are captured by our algorithm. Right: scaled difference of the two images shows indirect light was removed.

5 Results

On Figure 7 we illustrate the effect of computing indirect visibility with our technique. The difference images shows that our method can simulate indirect soft shadows with an acceptable visual quality. On Figure 8 we show an example of computing indirect illumination in the Sponza atrium with our technique. The same figure also shows the detailed computation times for this scene.

5.1 Analysis of cost

Our algorithm allows a wide range compromise between accuracy and speed. One can easily increase the framerate by reducing the number of samples per level. Another efficient cost reduction technique is to apply the indirect illumina-
Figure 8: Computed screen-space indirect illumination in the Sponza atrium with our technique.
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<table>
<thead>
<tr>
<th>Resolution</th>
<th>Quarter</th>
<th>Quarter</th>
<th>Half</th>
<th>Half</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mipmap levels</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Samples per level</td>
<td>64</td>
<td>256</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>Use visibility</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Voxel grid</td>
<td>4.5</td>
<td>4.5</td>
<td>4.5</td>
<td>4.5</td>
</tr>
<tr>
<td>SSIL level 1</td>
<td>4.74</td>
<td>27.9</td>
<td>17.5</td>
<td>103</td>
</tr>
<tr>
<td>SSIL level 2</td>
<td>1.25</td>
<td>11.78</td>
<td>4.61</td>
<td>43.3</td>
</tr>
<tr>
<td>SSIL level 3</td>
<td>0.41</td>
<td>6.18</td>
<td>1.46</td>
<td>24.8</td>
</tr>
<tr>
<td>SSIL level 4</td>
<td>0.21</td>
<td>0.74</td>
<td>0.74</td>
<td>16.1</td>
</tr>
<tr>
<td>SSIL level 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total SSIL (1 bounce)</td>
<td>6.61</td>
<td>50.24</td>
<td>24.3</td>
<td>187.9</td>
</tr>
<tr>
<td>Upsampling + TC</td>
<td>3.23</td>
<td>3.24</td>
<td>3.23</td>
<td>3.23</td>
</tr>
<tr>
<td>Total (ms)</td>
<td><strong>9.84</strong></td>
<td><strong>58</strong></td>
<td>27.58</td>
<td>194</td>
</tr>
</tbody>
</table>

Figure 9: Bottom left: Computation times in milliseconds for different parameter sets, using a NVidia GTX260 card, for a display resolution of $1280 \times 720$ pixels. The sampling radius is $r = 40$. TC stands for Temporal Coherence.

5.2 Integration in a Game Engine pipeline

In order to validate our technique in an industry constrained game engine, we have implemented our technique in the engine which is used in the game Alone In The Dark "Near Death Investigation". We believe this rendering engine is typical of modern game rendering pipelines based on deferred shading. Integrating our indirect illumination algorithm in this engine proves its scalability to real world situations. Images of Figure 10 were produced with our technique in this game engine.

5.3 Discussion and limitations

A common problem to screen space computation methods is that only visible geometry can hold sources for indirect light, which theoretically means that some parts of the indirect illumination can be missing. From our experiments...
we conclude that such artifacts are most of the time barely noticeable, and do not cause frame coherency problems.

Very specular surfaces can produce ghosting effects when used in conjunction to temporal filtering. Our solution is to adapt parameter $a$ in Equation 6 to the glossiness of surfaces.

Although successive bounces of indirect illumination share the mipmapping of G-Buffers, the light gathering shader must be applied as many times. Fortunately, there are several ways of limiting this cost: one is to suppress the visibility computation after bounce 1, which results in acceptable artifacts [29]. An other one is to compute exactly two bounces interleaved between odd/even frames, and add them as we do for controlling temporal coherence. This works because there’s a lot of temporal coherence in indirect lighting.

As we’re using a simple G-Buffer to represent the input illumination (previous bounce, or direct illumination), we are limited to a diffuse approximation of this light. Nevertheless, we make the assumption that in glossy scenes, accounting for glossiness is mostly important for the last bounce to the camera, as it reveals the glossy nature of objects.

Finally, for the solid voxelization to work, the scene geometry needs to be water tight. This is an acceptable limitation [5].

6 Conclusion and future work

We have presented a deferred shading algorithm for computing indirect illumination; our algorithm performs all computations in screen space, and computes indirect lighting hierarchically: illumination from distant points is computed with less precision then illumination from nearby points. In addition, we have shown that temporal filtering drastically removes flickering, at a very low additional cost. Our algorithm is both really fast and robust: for typical settings, we are able to compute indirect illumination in real time. Because there are no precomputations and we rely only on screen-space information, our algorithm was easily combined with a deferred shading pipeline, in a typical industry-strength video-game engine.

In the future, we would like to explore ways of exploiting the coherence of visibility queries between the different mipmap levels. Indeed, close range queries for a given mipmap level give information about blocked directions in all successive (longer distance) mipmap levels.
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Figure 10: Screen-shots of the game Alone In the Dark, into which we have plugged our technique for computing the indirect illumination (Note the glossy indirect reflexions on the bin). The bottom row shows the incident indirect illumination computed with 3 different setups corresponding to the computation times of Figure 8. Note how much, on the top-right image, does the indirect illumination add realism and immersion, revealing regions of the scene not directly illuminated.